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Abstract

The simplicity, speed, and effectiveness, have made fuzzy algorithm widely used in
clustering and classification of algorithms. Many algorithms such as C-means and K-
means are used in clustering to split nodes to cluster and elect one main head cluster to
manage the communication between the nodes in its cluster. In addition to that, there
should be algorithms that make communication between node faster and more effective
by using the definition of multi-layer and determining exactly where the node will be in
each cluster. In this study, we presented Two Level clustering hierarchies by using
Fuzzy clustering by Local Approximation of Memberships (TLCH FLAME), TLCH
FLAME is presented to be used in clustering problems, and it's better than the well-
known clustering technique like K-means and C-means in the context of clustering the
non-linear network clusters. In this study the TLCH FLAME was tested on iris data sets
and random generated data sets on a multicore system, through a stage of experiments
and by using the data sets we compare our experimental results with other methods.
The results have shown that our research methods possess nearly the best result for
both datasets than K-means and C-means.

Key Word: Clustering, FLAME, Fuzzy Clustering.
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Two Level clustering hierarchies using FLAME; Chapter 1

Chapter 1

Introduction

1.1 Introduction

Clustering is a technique that collects and puts the similar data into group. Data
grouping depends mainly on data similarity, thus, alike data are grouped together.. The
concept of clustering network is considered to solve many of the limitations on the network
communication. Clustering in Wireless Network is one of the most important research
issues. Many fields have been used the clustering algorithm such as image processing,
speech recognition, psychology, disciplines of biology, and archeology...etc. There are
many algorithms proposed for clustering, such as clustering by density, priority, and grid.
These algorithms are divided into two subcategories: proceed from the overall clustering,
such as CURE algorithm, and starting from the individual, such as CHAMELEON

algorithm (Chao Qu, etal., 2013).

1.2 Wireless Sensor Network (WSN):

Wireless Sensor Network Sometimes called wireless sensor and actor network (WSN).
WSN are spatially distributed autonomous sensors. WSN contains nodes that can move
completely freely in space. These nodes can be seen as hosts and routers (Wang, 2008). As
hosts, nodes need to provide user-oriented services; Where as routers, nodes need to run the
routing protocols and be functioning like any router in the network. Call it head cluster

(central node), to determine each node where they belong in this network We adopted on a

M.Sc. Thesis * Osama Mashagba «+ Computer Science Departments AABU University « 2018
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head cluster for analysis, and processing, each cluster head acts like manger on its own

cluster.

Many models for WSN have been proposed, we can notice that there are characteristics

for WSN in most models (Wang, 2008):

e all of them contain a large number of sensor nodes, and some nodes (one or more)
that manage the network (cluster head).

e All sensor nodes main job is to collect raw data, and provide it to the head cluster
node with or without some primitive preprocessing.

e The master node (head cluster) collects data from all sensors, do the analyze and
process to these data,

e The master node could be the best node in its cluster due to some factor that

determined by the model (Wang, 2008).

To ensure effective performance in sensor network, we should use protocols that play
role in determined the head cluster, a sensor network can contains one or several head
cluster that can be determined by geographical coverage or cost effectiveness consideration,
in case we have one head cluster, they collect data from all sensor node on network, on case
we have several head cluster each one do collecting and processing distributed among a

group of sensor node that working together.

In a hierarchical cluster structure, the first layer of network there are group of head
cluster that collect information from neighbor node, in second layer the selection of the

head cluster depending on many factor like power consumption, network topology, and the

M.Sc. Thesis * Osama Mashagba «+ Computer Science Departments AABU University « 2018
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optimization objectives. The data aggregation at cluster heads could reduce data traffic on

the network.

1.3 Fuzzy Logic

Fuzzy Logic is an extension of Boolean logic that is used to help making decision in
computer-based. In classic boolean either the element has a full membership or not be a
member, where as in fuzzy logic the member can be a crossbar between the two values

(0,1), thus it allows partial membership of elements in a collection.

In fuzzy clustering, every node has its own membership to cluster, these memberships
can be determined by simple assumption to be subdivided into subgroup, instead of fully
belong to one cluster, maybe the cluster contain node that have condition a lesser degree
than node in the center of cluster, recently fuzzy clustering have been taken on mind
because its ability to split one type of data for several cluster. The most widely used fuzzy
clustering algorithm is fuzzy C-means algorithm (Bezdak, 1981), this method allow the

node to belong to two or more clusters.

1.4 Motivation

Clustering, is important for several tasks like machine learning, image processing, and data
mining (Chao, etal, 2013). A number of research methods have been working to build
clusters for many networks, each clusters have their own advantages and disadvantages

(Chao, etal, 2013).

M.Sc. Thesis * Osama Mashagba «+ Computer Science Departments AABU University « 2018
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A new clustering techniques have been proposed in the DNA biomedical field using
Fuzzy Clustering by Local Approximation Memberships (FLAME). The result for this
proposed algorithm make motivation for us to implement Two Level cluster hierarchies by

use Fuzzy clustering by Local Approximation of Memberships (FLAME).

1.5 Problem Statement:

It is very hard to select a specific rule for the number of node in each cluster, to solve
this problem and make clustering very improvement in network, as result we need an
algorithm that can strongly manage the cluster and choose the best device to manage the
cluster and another head clusters to help the main head cluster on collecting and processing

network data on its own cluster.

Consequently, the present study gives the network the best management for the node and

identify groups within the group to ensure greater similarity.

1.6 Contributions:

The main contributions of this study is to Improve the accuracy rate, and reduce the error
rate of the network using FLAME. Reduce data traffic collusion by electing multi head
cluster instead of one head cluster. Then use the definition of hierarchies clustering and

applied it using FLAME.
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1.7 Thesis Structure:

This thesis is organized as the following:

Chapter 2 includes research background.

Chapter 3 includes literature review of previous studies.

Chapter 4 clearly shows how we applied the methodology of Clustering algorithm and what

happens during this process.

Chapter 5 includes result.

Chapter 6 concludes the main ideas of the present study and develops future achievements.

ba « Computer Science Departments AABU University 2018
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Chapter 2

Research Background

2.1 Introduction:

The classification of node in the network requires the use of classification techniques so
as to detect to which group the node belongs on the network, the fuzzy clustering is a form
of clustering in which every node in the network can be assigned to multiple cluster, the
fuzzy clustering was developed by Dunn in 1973 and improved by Bezdek (J.C. Bezdek,
etal., 1981). In this study we use Fuzzy clustering by Local Approximation of Memberships
algorithm to construct two layer of network topology, the experiments with our study

applied on the iris dataset that used on most Clustering method .
2.2 Clustering:

Clustering is the task of making groups of data from data sets. These group are called
clusters. Each cluster has nodes that are more similar than the other nodes in other clusters.
A cluster is also called data or node segmentation because the clustering does the partition
for large data or nodes into similar clusters according to their similarity. However, different

research methods have been employed for different clustering models, these models are:

e Connectivity based clustering model: also known as hierarchical clustering. The
main idea of this model is grouping data or nodes based on their distance; the closer

the node the more related together than the node further away (Jain, etal., 2012).

M.Sc. Thesis * Osama Mashagba «+ Computer Science Departments AABU University « 2018
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e Centroid based clustering model: in these models: each cluster is represented by a
single central vector. This vector is not a member of any data set. The best example
of this model is k-means, the k-means clustering gives a formal definition for an
optimized problem by finding the k-centers of the assigned data or node to the

nearest k-center (Jain, etal., 2012).

e Hard clustering model: each node is either belong to a cluster or will not belong to

any cluster (Jain, etal., 2012).

e Soft clustering model: also known as fuzzy clustering. In this model each data or

node belongs to more than one cluster (Jain, etal., 2012).

e Density-based clustering model: in density-based clustering, clusters are built by the
densest node than the reminder nodes. These nodes, which are usually far away, are

considered to be border points (Jain, etal., 2012).

e Strict partitioning clustering model: each node will belong to exactly one cluster

(Jain, etal., 2012).

e Strict partitioning clustering with outlier model: each node will belong to exactly

one cluster, or can belong to no cluster that called outer (Jain, etal., 2012).

We used in our approach connectivity based clustering model, soft clustering model, and

strict partitioning clustering with outlier model.
2.3 Fuzzy clustering:

Fuzzy clustering is a type of clustering in which every node in the network can be

assigned to multiple cluster. In regular clustering, each node is assigned only one cluster.

M.Sc. Thesis * Osama Mashagba «+ Computer Science Departments AABU University « 2018
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Cluster identified on application requirement or data used. These measures can be distance
measurement, density, and connectivity. The fuzzy term was used with the 1965 suggestion

proposal by Lotfi Zadeh (Zadeh, 1965).

The fuzzy clustering contains zero and one as classical clustering and it contains other

case, the objective of this technique is not to force nodes to be on specific cluster.
2.3.1 C-means:

The fuzzy C-means (FCM) is the most fuzzy clustering algorithm used in the network.
The FCM has been developed by Dunn (Dunn, 1973) and improved by Bezdak (Bezdak,
1981). In FCM each node has its own membership to a specific cluster. Each cluster has its

own cluster head which is updated iteratively (Chattopadhyay, 2011).
2.3.2 Hard C-means (K-means):

K-Means or Hard C-Means algorithm is one of the simplest algorithms that solve the
well-known data clustering problem. The k-mean tries to find the number of center data
(cluster head) that are defined by the user. Number of center data is also determines the
number of clusters. If these center data are placed on different locations, they give different
results. So the best choice is to place it far away from each other. The k-means has been

presented by Mac Queen (Queen, 1967).

The difference between K-means and C-means is that in K-means each data points
assigned to one cluster, while for the C-means, each data point is assigned to all available
clusters. The disadvantages of both algorithms are being unable to deal with outliers and

noise data. Also, they have failed with non-linear data set.
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2.3.3 Fuzzy Clustering by Local Approximation Membership (FLAME):

Fuzzy Clustering by Local Approximation Membership (FLAME) is a cluster algorithm
that defines the cluster by dense point of data set. Fu and Medico used the FLAME
algorithm in biology (Fu, etal., 2007). They used the FLAME algorithm because of its

simplicity, better performance and strength of system.
FLAME algorithm is divided into three major stages:
Stage 1: Extracting data structure from dataset:

A. build a neighborhood graph to connect each node to its K-Nearest

Neighbors (KNN).
B. Estimate the density for each node based on its proximities to its KNN.
C. Node are divided into three types:

1. Cluster Supporting Object (CSO), sometime called Inner: node

with higher density than other nodes.

2. Cluster Outliers: node with lower density than all its neighbors,

and far away from all clusters.
3. The Rest : node that is located between CSO and Outlier.

Stage 2 : Initialization of fuzzy membership. Each CSO has full membership to
itself and represent its cluster. The Rest are assigned with equal memberships to all

clusters. The outlier assigned full membership to outlier cluster.

Stage 3 : bulid the network cluster by fuzzy membership.
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Figure 3.1 shows an example of FLAME algorithm.
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2.4 K-nearest algorithm neighbors:

K-nearest neighbor (KNN) was proposed by Cover in 1968 (Cover, 1968). The idea of
this algorithm is to collect the same node sample and make it one cluster. These samples

are divided by category which contains the most number of the same k-sample.

The closest definitions are interrelated to the k-nearest algorithm is reverse k-nearest
neighbors (Cover, 1968). In this definition, if sample data A is k-nearest neighbors of
sample data B then the sample data of B is reverse k-nearest neighbors of sample A. The K-
nearest prove that it is effective if data set is large. On the other hand, the computation cost

is high because the need of calculate the distance between all nodes.

2.5 Data set:

We used two type of dataset. The following is an explaination of these two datasets.

2.5.1 Iris Data set:

The Iris flower dataset or Fisher's Iris dataset has been introduced by the biologist
Ronald Fisher (Fisher, 1936). Iris dataset sometimes called Anderson's Iris data set because
Edgar Anderson collected the data from Iris flowers of three related species (Anderson,
1936). Iris dataset becomes a test case for classification techniques. These dataset include
three clusters, first cluster called Setosa, the second is Versicolor, and the third one is
Virginica. For each cluster, there are four numeric attributes: Sepal length, Sepal width,

Petal length, and Petal width. Each numeric attributes include 50 instances.

The table (2-1) show the sample of Iris data set.

M.Sc. Thesis * Osama Mashagba «+ Computer Science Departments AABU University « 2018
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Table (2-1) Iris data set samples

Sepal length Sepal width Petal length Petal width Species
5.1 3.5 1.4 0.2 s
4.9 3 1.4 0.2 S
4.7 3.2 1.3 0.2 s
4.6 3.1 1.5 0.2 S

5 3.6 1.4 0.2 s
54 3.9 1.7 0.4 S
4.6 3.4 1.4 0.3 S

5 34 1.5 0.2 s
4.4 2.9 1.4 0.2 S
4.9 3.1 1.5 0.1 s
54 3.7 1.5 0.2 S
4.8 34 1.6 0.2 s
4.8 3 1.4 0.1 s
4.3 3 1.1 0.1 S
5.8 4 1.2 0.2 s
5.7 4.4 1.5 0.4 S
5.4 3.9 1.3 0.4 s
5.1 3.5 1.4 0.3 S
5.7 3.8 1.7 0.3 S
5.1 3.8 1.5 0.3 s
5.4 34 1.7 0.2 s
5.1 3.7 1.5 0.4 s
4.6 3.6 1 0.2 s
5.1 3.3 1.7 0.5 s
4.8 34 1.9 0.2 s

5 3 1.6 0.2 s

5 34 1.6 0.4 s
5.2 3.5 1.5 0.2 s
5.2 34 1.4 0.2 s
4.7 3.2 1.6 0.2 s
4.8 3.1 1.6 0.2 s
54 34 1.5 0.4 S
5.2 4.1 1.5 0.1 s
5.5 4.2 1.4 0.2 S
4.9 3.1 1.5 0.2 s

5 3.2 1.2 0.2 s
5.5 3.5 1.3 0.2 s
4.9 3.6 1.4 0.1 s
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4.4 3 1.3 0.2 s
5.1 3.4 1.5 0.2 s
5 3.5 1.3 0.3 s
4.5 2.3 1.3 0.3 s
4.4 3.2 1.3 0.2 s
5 3.5 1.6 0.6 s
5.1 3.8 1.9 0.4 s
4.8 3 1.4 0.3 s
5.1 3.8 1.6 0.2 s
4.6 3.2 14 0.2 s
5.3 3.7 1.5 0.2 s
5 3.3 14 0.2 s
7 3.2 4.7 14 v
6.4 3.2 4.5 1.5 v
6.9 3.1 4.9 1.5 v
5.5 2.3 4 1.3 v
6.5 2.8 4.6 1.5 v
5.7 2.8 4.5 1.3 v
6.3 3.3 4.7 1.6 v
4.9 2.4 3.3 1 v
6.6 2.9 4.6 1.3 v
5.2 2.7 3.9 1.4 v
5 2 3.5 1 v
5.9 3 4.2 1.5 v
6 2.2 4 1 v
6.1 2.9 4.7 14 v
5.6 2.9 3.6 13 v
6.7 3.1 4.4 14 v
5.6 3 4.5 1.5 v
5.8 2.7 4.1 1 v
6.2 2.2 4.5 1.5 v
5.6 2.5 3.9 11 v
5.9 3.2 4.8 1.8 v
6.1 2.8 4 13 v
6.3 2.5 4.9 1.5 v
6.1 2.8 4.7 1.2 v
6.4 2.9 4.3 13 v
6.6 3 4.4 14 v
6.8 2.8 4.8 1.4 v
6.7 3 5 1.7 v
6 2.9 4.5 1.5 v
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5.7 2.6 3.5 1 v
5.5 2.4 3.8 11 v
5.5 2.4 3.7 1 v
5.8 2.7 3.9 1.2 v
6 2.7 5.1 1.6 v
5.4 3 4.5 1.5 v
6 3.4 4.5 1.6 v
6.7 3.1 4.7 1.5 v
6.3 2.3 4.4 1.3 v
5.6 3 4.1 1.3 v
5.5 2.5 4 1.3 v
5.5 2.6 4.4 1.2 v
6.1 3 4.6 14 v
5.8 2.6 4 1.2 v
5 2.3 3.3 1 v
5.6 2.7 4.2 1.3 v
5.7 3 4.2 1.2 v
5.7 2.9 4.2 1.3 v
6.2 2.9 4.3 1.3 v
5.1 2.5 3 11 v
5.7 2.8 4.1 1.3 v
6.3 3.3 6 2.5 i
5.8 2.7 5.1 1.9 i
7.1 3 5.9 2.1 i
6.3 2.9 5.6 1.8 i
6.5 3 5.8 2.2 i
7.6 3 6.6 2.1 i
4.9 2.5 4.5 1.7 i
7.3 2.9 6.3 1.8 i
6.7 2.5 5.8 1.8 i
7.2 3.6 6.1 2.5 i
6.5 3.2 5.1 2 i
6.4 2.7 5.3 1.9 i
6.8 3 5.5 2.1 i
5.7 2.5 5 2 i
5.8 2.8 5.1 2.4 i
6.4 3.2 53 2.3 i
6.5 3 5.5 1.8 i
7.7 3.8 6.7 2.2 i
7.7 2.6 6.9 2.3 i
6 2.2 5 1.5 i
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6.9 3.2 5.7 2.3 i
5.6 2.8 4.9 2 i
7.7 2.8 6.7 2 i
6.3 2.7 4.9 1.8 i
6.7 3.3 5.7 2.1 i
7.2 3.2 6 1.8 i
6.2 2.8 4.8 1.8 i
6.1 3 4.9 1.8 i
6.4 2.8 5.6 2.1 i
7.2 3 5.8 1.6 i
7.4 2.8 6.1 1.9 i
7.9 3.8 6.4 2 i
6.4 2.8 5.6 2.2 i
6.3 2.8 5.1 1.5 i
6.1 2.6 5.6 14 i
7.7 3 6.1 2.3 i
6.3 3.4 5.6 2.4 i
6.4 3.1 5.5 1.8 i
6 3 4.8 1.8 i
6.9 3.1 5.4 2.1 i
6.7 3.1 5.6 2.4 i
6.9 3.1 5.1 2.3 i
5.8 2.7 5.1 1.9 i
6.8 3.2 5.9 2.3 i
6.7 3.3 5.7 2.5 i
6.7 3 5.2 2.3 i
6.3 2.5 5 1.9 i
6.5 3 5.2 2 i
6.2 3.4 5.4 2.3 i
5.9 3 5.1 1.8 i

2.5.2 Dummy Data set:

The Dummy dataset is dataset that has a random generated one time data by relying on
distance between node, these data could be taken randomly like Facebook dataset (Kaur,

2015). We generated randomly data to use it in our Methodology.
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Chapter 3

Literature Review

3.1 Introduction:

Many researchers have used Fuzzy method as an artificial intelligence technique,
accompanied with k-nearest algorithm to make clustering efficient in environments like

WSN networks.

3.2 FLAME Clustering

Limin Fu (Limin Fu, et al., 2007) performed a Fuzzy clustering by Local
Approximation of Memberships (FLAME) on DNA microarray data. They divided the
approach into two main categories; firstly defining the (gene or cluster) neighbor and
identifying of objects with "archetypal™ called CSO (Cluster Supporting Objects) and the
constructing clusters, secondly, assigning each object by its membership of its neighboring
objects. The membership spreads from the CSO to all neighbor. The results showed that the

FLAME has a good performance in large data sets.
3.3 Fuzzy Clustering

Wang (Wang, et al., 2006) have improved the fuzzy c-means by removing initial
conditions. It is hard to make the c-means clustering fast without the initial condition so
they solved this problem by applying fast global fuzzy c-means. The result showed that the

fast fuzzy c-means are faster and better than global fuzzy c-means.
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Torra (Torra, et al., 2005) have presented an algorithm that permits the construction of
a fuzzy hierarchy by using less parameters and obtains a fuzzy partition without
manipulating the fuzzy memberships of the cluster techniques. The results confirmed that

the fuzzy partition of fuzzy sets needs a large computational power to compute.

Li (Li, et al., 2010) have improved the fuzzy k-means by using the k-center algorithm,
where the k-center function is used to determine the initial value of k means and makes the
outside distance as large as possible while the distance is kept as small as possible. At the
same time, they built a binary tree for k means clusters for reducing the number of
difference calculation between data points to their means. The results showed that this
technique has a higher accuracy while reducing number of calculations of training data

points of k-means.

Likas (Likas, et al., 2011) have presented the method of reducing computational load
without changing or affecting solution quality. The proposed modification is called fast
global k-means (FGK). The presented modification define a fast computed bound on the
clustering error that is used in local searches of clusters. Also, FGK provide same quality
solutions for reducing computational effort. The results show that the FGK has less error

rates than k-means.

Hoang (Hoang, et al., 2010) have presented a centralized cluster-based protocol. Fuzzy
C-means FCM clustering. This protocol creates a cluster structure that reduces the distance
between sensor node to make a better cluster combination. The results show that the FCM
protocol has reduced the consumption power and extended the lifetime of the network

compared with k-means.
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Zhou (Zhou, et al., 2015) have proposed a novel distributed K-means clustering
algorithm. This algorithm makes every sensor node performs a distribution clustering by
collaborating with the neighbor sensor to improve the clustering result. The results showed
that the distributed K-means clustering algorithm has a good performance compared with

the centralized methods.

Yadav (Yadav, et al., 2016) have improved the working efficiency of the existing
efficient k-means algorithm. They used the previous iteration data in the current and the
next iteration for clustering the node in the network. This step reduced the computational
complexity of the k-means. The results showed that the improved k-means clustering has

less time computation and better accuracy than the Enhanced k-means (EKM).

Raval (Raval, et al., 2016) have improved the k-means technique for determining the
initial centroid and assigning the center data to its nearest cluster. Also, this step produces

more accuracy with less time complexity than the traditional k-means.

3.4 K-nearest Clustering

Chao (Chao, et al., 2013) have used the concept of clique in the k-nearest. The
clustering in this algorithm is based on gathering nodes into a cluster. If the cluster meets
the requirement then it will be considered. Otherwise, the clustering will be repeated again
until it meets the algorithm requirements. The result showed that the algorithm gets lower
Error Rate than the k-means algorithms, which shows the advantage of the k-nearest

neighbor clique clustering (KNNCC) algorithm.
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3.5 link-state algorithm

Levchenko (Levchenko, et al., 2008) have proposed a new link-state routing algorithm
called Approximate Link state (XL). This algorithm was designed to minimize network
communication, and reduce the frequency of routing updates in the network. The results

showed that the (XL) had slightly better convergence times than one second.

Ortakci (Ortakci , 2017) has presented the Parallel Particle Swarm Optimization in Data
(PPSO), This method is presented for data clustering. The idea of this method is to take
random initial position called swarm. The Parallel Particle Swarm Optimization is a
development of the research method Particle Swarm Optimization. The results show that
the Parallel Particle Swarm Optimization has a better performance in terms of execution

time and the error rate than the Particle Swarm Optimization.

Despite the importance of the aforementioned studies; this study presents a different
perspective. As mentioned earlier, the previous studies combined the same type of node and
choose one head cluster to each cluster. However, this study will perform the clustering by
using FLAME. Then the clustering will be conducted on each cluster. Finally, multiple

head cluster of well-known data will be elected.
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Chapter 4
Proposed Methodology

4.1 Introduction

This chapter contains a detailed description of the proposed algorithm for this research.
Several algorithms that group nodes will be investigated and the one with the less error rate
and best accuracy will be indicated. The idea of our proposed technique is using a FLAME
algorithm in a two level hierarchy clustering. Several phases will be considered, starting
with data analysis and defining a grouping node that has the same characteristics. The

sections below presents a description for each stage;

4.2 System Stages

The proposed work consists of two main stages with multi step, as shown in Figure 4-1.

The following section will clarify this stage and their steps.
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Figure (4-1): System Stages

4.2.1 Stage One: FLAME Clustering

The FLAME clustering algorithm defines the elements of the data set by following three

steps:
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4.2.1.1 Step One: Extraction the data structure from the dataset

In this step, we build a neighborhood graph to connect each node to its K-Nearest
Neighbors (KNN). Then estimates a density for each node based on its proximities to its
KNN. The cluster is divided into three groups: Inner, Outer, and Rest. The Inner group or
Cluster Supporting Object (CSO) contains the nodes that have the highest density among
neighbors. The Outer group contains the nodes that are far away from the high density
nodes or they have the lowest density than a predefined threshold. The remaining nodes
will be under a new group called the Rest.
4.2.1.2 Step Two: Initialization fuzzy membership

The next step is to determine where does each node belongs. Each CSO has full
membership to itself and represents its cluster. The rest are assigned with equal
memberships to all clusters, and the outlier assigned full membership to outlier cluster.
Then, each CSO will represent as a Head Cluster
4.2.1.3 Step Three: Building the cluster network by fuzzy membership

Building the cluster from fuzzy memberships will be conducted in two ways:

1. One-to-one node assignment. To assign each node to the cluster that it has the
highest membership;

2. One-to-multiple node assignment. To assign each node to the cluster that has the
highest membership compared to the threshold.

4.2.2 Stage Two: Re-clustering

The second stage will be as follows;
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4.2.2.1 Step One: Re-extraction of the data structure from every cluster

In this step, we have to build a priority graph to connect each node to its priority

value. Then calculate the distance between each node and the main head cluster.
4.2.2.2 Step Two: Second initialization level by fuzzy membership

The next step, is to determine where each node belongs. each CSO represents a second
head cluster in cluster. The rest are assigned with equal priority value to each cluster, and

the outlier node will be assigned a full membership to outlier cluster in each cluster.
4.2.2.3 Step Three: Build the second cluster level with fuzzy membership

This step is similar to step three in stage one.

Figure 4.2 (a and b) shows an example of our proposed algorithm.

a : Some of nodes in WSN b : Classifing the nodes to Inner, Outer,
and the rest. inner node is a head

cluster.

Figure 4-2 a: example of our research method
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Figure 4-2 b Example of our research method
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Pseudo code :

Step 1: Extracting data structure from dataset.

Stage 1: Start first layer clustering:

A. Build a neighborhood graph to connect each node to its K-Nearest

Neighbors (KNN).
B. Estimate the density for each node based on its proximities to its KNN.
C. Node are divided into three types:

1. Cluster Inner: node with higher density than other nodes.

2. Cluster Outliers: node with lower density than all its neighbors,

and far away from all clusters.

3. The Rest: node that is located between inner and Outlier.

Stage 2: Initialization of fuzzy membership. Each inner has full membership to itself
and represent its cluster by elect it main head-cluster. The Rest are assigned with
equal memberships to all clusters. The outlier assigned full membership to outlier

cluster.

Stage 3: Build the network cluster by fuzzy membership.
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Step 2: Re-clustering.

stage 1: Re-extraction of the data structure from every cluster

1. build a priority graph (Matrix) to connect each node to its priority value.

2. calculate the distance between each node and the main head cluster and

divide the node into (Inner, Outer, Rest).

Stage 2: Second Initialization level of fuzzy membership

1. determine where each node belongs:

A. Each inner represents a second head cluster in cluster.

B. The rest are assigned with equal priority value to each cluster.

C. outlier node will be assigned a full membership to outlier cluster

in each cluster.

Stage 3: Build second cluster level by fuzzy membership
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Chapter 5

Experimental Results

5.1 Introduction:

This chapter presents the result of the research method, where all experiments are tested
on an Asus desktop computer with Intel core i5, 6 GB of RAM, and 2TB of Hard Disk,
running on Microsoft Windows 10 and Microsoft visual studio 2017 to develop the C++

code.

5.2 Clustering Measurements:

To analyze the performance of our research method, we applied two kinds of data sets;
dummy data set, and Iris data sets (UCI, 2017). The measurementes used in our experiment
are Error Rate, Accuracy, Precision, Euclidean Distance and Manhattan Distance between

nodes (Eltibi, et al.,2011) (Singh, et al.,2013).

5.2.1 Error Rate:

The calculation of Error rate depends on the number of misclassified node and the total
number of tested node in dataset (Eltibi, et al.,2011),or false positive divided by True

Positive and False Negative It is defined in the Table (5-1), as equation qualified in (1).

Falze positive

Error Rate = *100 (5-1)

True Pozitive +False Negative
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5.2.2 Accuracy Rate:

The Accuracy was defined as the proportion of correct predictions of the size of the actual
data set. To compute Accuracy, two methods were utilized (Elhamahmy, et al., 2010). The
first used the number of true node positions classified and the total number of tested node

in the data set (Ariel Linden, et al., 2006), as equation qualified in (2).

number of trus node position

Accuracy = *100 (5-2)

total number of node

The second method was used to measure the True Positive and False Negative which is
defined in the Table (5.1) (Mulak, et al., 2013). The accuracy is the percentage of test nodes

that are correctly classified by the classifier, as in the equation qualified in (3).

True Positive

Accuracy = (5-3)

True Positive +False Negative

5.2.3 Precision:

The precision is defined as the proportion of positive nodes that is correctly classified

(Elhamahmy, et al.,2010), it is defined in the Table (5-1). Precision is calculated by:

trug positve

L * )
Precision = trug postive + false postive 100 (5 4)
Table (5-1) Measurement Parameters
Parameter Definition
True Positive (TP) Node in same class in same cluster
False Positive (FP) Node in different classes in same cluster
FalseNegative(FN) Node in different classes in different cluster
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5.2.4 Distance Measurements:
It includes two Distance Measurements:
5.2.4.1 Manhattan Distance:

Manhattan distance calculates the absolute differences between the coordinates of two
nodes (Singh, et al., 2013), as the equation qualified in (5).

Manhattan distance = | (X1 - X )+ (Y1-Y)| (5-5)

5.2.5.2 Euclidean Distance:

Euclidean distance calculates the root of square difference between the coordinates of
two nodes (Singh, et al., 2013), Euclidean is calculated by:

| . 5
Euclidean distance = J (cp—x) +(v,—¥y) (5-6)

5.3 Dataset:

The research method was tested on Iris’s flower data set or Fisher's Iris data set from
the UCI datasets (UCI, 2017). It was introduced by the biologist Ronald Fisher in his paper,
which applied multiple measurements in taxonomic problems (Fisher, 1936), Iris’s data set
became a test case for classification techniques, which included three sets of 150 instances.
The three sets are called setosa, versicolor, and virginica. Each set has four numeric

attributes, Sepal length, Sepal width, Petal length, and Petal width.
5.4 Experimental Result:
The experiment was divided into Four experiments. The first one was carried out for the

internal result. The second was for Accuracy, Error rate, and precision between this

research and other research using iris data set. The third experiment was done for distance
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measurement with other methods, and the fourth was for Accuracy, Error rate, and

precision between this research approach and other methods by using dummy data set.

5.4.1 The First Experiment: Internal Result

A distinct number of instances of the Iris data set has been applied in the experiment. A
95 instance of data set has been applied to this approach. Table (5.2) shows the result for
different instances applied to our algorithm 95, 98, 99, 109, 117, and 122 node, where the
best value for the Accuracy, precision, Error rate was received when this research method
was tested on 95 instances. the reason that the table has 122 as a maximum number of
nodes that we use three attributes of iris data set of x, and y coordinates and one of p

priority.

Table (5-2) Error rate, Accuracy, precision in iris data set applying in this research.

Inner Outer
Number | Number Error Number Error
dataset | of tested | of inner Accuracy | of outer Accuracy
rate rate
node cluster cluster
95 3 9.3% 90.7% 2 93% 7%
98 3 21.5% 78.5% 5 92.6% 7.4 %
Iris Data 99 3 20.6% 79.4% 4 95.2% 4.8 %
set 109 2 41.6% 59.4% 6 98.9% 1.1%
117 4 33% 67% 8 83.4% 16.6 %
122 3 33% 67% 14 75% 25 %
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Error Rate
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Figure (5-1): Error rate comparison for internal result

Figure (5-1) shows the Error rate comparison for internal result. For more
improvements, there are multiple values for weight used in this work. The optimal weight
that is given by the inner cluster; Here strength is fond of FLAME By utilizing the inner
cluster. The best value of inner cluster is for 95 instances; it had 9% Error rate; the outer

cluster has poor value of 93% Error rates.
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Figure (5-2): Accuracy comparison for internal result
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As presented in the tables (5-2), Figure (5-2) shows the Accuracy comparison for
internal result. As we mentioned before the 95 instances is the best value for Clustering, the

inner cluster had 90% accuracy, and also the outer cluster had a poor value of 6% accuracy.

5.4.2 The Second Experiment: Accuracy, Error Rate, precision using

IRIS dataset

The results were compared with Kohonen SOM, K-means (Kaur, et al., 2015), KMS,
NJW, Self-Tuning, Transitive Distance Clustering with K-Means Duality (Yu, et al., 2014),
Decision Stump, Multilayer Perceptron, Naive Bayes, Multi Class Classifier (Patel, et
al.,2014), and EKM (Priya, et al.,2012). First, it was passed through the initial stage, which
applied the FLAME algorithm by dividing the node into three groups; the inner, outer, and
rest. Then elects a head cluster for each cluster from the inner group. This clustering is
called layer one. Moving to the second stage for re-clustering; each cluster from layer one
by the measurement priority, then the node was divided into three groups the inner, outer,
and rest. After that, elects a head cluster for each cluster from the minimum distance

between the cluster and master head cluster in layer one from the inner group in layer two.

5.4.2.1 Error Rate

The results show that this research method has 0.09 (9%) Error Rate, it is equal to the

NJW method and has the better value than the other methods as listed in table (5-3).
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Table (5-3) Error Rate using Iris data set

Studies Error rate
Kohonen SOM (Kaur , 2015) 33%
K-means (Kaur , 2015) 35%
KMS (Yu, 2014) 11%
NJW (Yu, 2014) 9%
Self-Tuning (Yu, 2014) 15%
Transitive Distance Clustering with K-Means Duality 90%
(Yu, 2014)
Fuzzy C-Means Algorithm (Kumar, etal, 2017) 12%
Improved Artificial 10%
Bee Colony and Fuzzy C-Means Algorithm (Kumar, etal, 2017) °
Our research method 9%
Error Rate

Our research method

Improved Artificial Bee Colony and Fuzzy...
Fuzzy C-Means Algorithm

Transitive Distance Clustering with K-...
Self-Tuning
NJW
KMS
K-means

Kohonen SOM

0% 20% 40% 60% 80% 100%

Figure (5-3): Error Rate comparison

As presented in the table (5-3) and figure (5-3), the result show that the comparison of
seven methods. This research with NJW have the least value of Error rate (0.9) than the

other methods.
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5.4.2.2 Precision

We increased number of instances to 117 and 122. The result show in table (5-4) that

this research has 0.84 (84%) Precision, it has better results than Decision Stump, and Grid-
based.

Table (5-4) Precision using Iris data set

Studies precision
Decision Stump (Patel,2014) 50 %
Multilayer Perceptron (Patel,2014) 97 %
Naive Bayes (Patel,2014) 96 %
Multi Class Classifier (Patel,2014) 96 %
Grid-based (Kim, etal, 2017) 49 %
Our approach 84 %

Precision

Our approach
Grid-based

Multi Class Classifier
Naive Bayes

Multilayer Perceptron

Decision Stump

0.2 0.4 0.6 0.8 1 1.2

o

Figure (5-4): Precision comparison

Figure (5-4) shows the result for the precision; it shows that this research has 0.84 which
is better than Decision Stump (0.50), Grid-based (0.49). Moreover, it shows that the

Multilayer Perceptron has the best value (0.97), our method had the fourth place in the
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Figure (5-4). Because the multilayer perceptron, naive bayes, and multi class classifier has

used the fuzzy clustring more than ones to filtering thier result.
5.4.2.3 Accuracy

The result, in the second experiment used 95 instances. The result is shown in table (5-5)
. The Accuracy of this research is better than the other method that is shown in table (5-

5). Figure (5-4) shows the différences between the three methods.

Table (5-5) : Accuracy

Studies Accuracy
Improved K-means (Raval,2016) 90%
Traditional K- Means (Raval,2016) 84%
Enhanced k-means (Yadav,2016) 88%
Hierarchical (Yadav,2016) 66%
Naive Sharding (Mayo, 2017) 88%
Our approach 90%

Accuracy

Our approach
Naive Sharding

Hierarchical

Enhanced k-means

Traditional K- Means [ ——
Improved K-means [ ——

0% 20% 40% 60% 80% 100%
Figure (5-5): Accuracy comparison
Figure (5-5) shows that the result of the accuracy that was applied in six methods. As a
result, our method has the best value (90%) shared with improved k-means by Raval

(Raval, et al,2016). The enhanced k-means has a close result of (88%) shared with Naive
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Sharding then Traditional K- Means has (84%). The other method has far and poor results

compared with the first five method.

5.4.3 The Third Experiment: Distance Measurement

In the third experiment, the dummy data set was used. The data is generated one time

randomly. The distance measurement is used to calculate the distance between the principal

node, the sub main node and the other nodes in each cluster. Table (5-6) shows the result

for 25, 50, 75 nodes that are applied in two algorithms, k-means and this research method.

Table (5-6) Distance Measurement

Dataset | Clustering method | Number of node | Manhattan distance Euclidean distance
Cluster 1 =24 Cluster 1 =17
o5 Cluster 2 =15 Cluster2 =11
Cluster 3=11 Cluster 3=9
Sum =50 Sum = 37
Cluster 1 =47 Cluster 1 =30
Cluster 2 =34 Cluster 2 =24
Dummy K-means 50 Cluster 3 =17 Cluster 3 =13
Data set Cluster 4 =20 Cluster 4 =15
Sum =118 Sum =82
Cluster1 =71 Cluster 1 =47
Cluster 2 =49 Cluster 2 =35
75 Cluster 3 =28 Cluster 3 =22
Cluster 4 =20 Cluster 4 =15
Sum =168 Sum =119
Cluster 1 =24 Cluster 1 =16
o5 Cluster 2 =12 Cluster 2 =8
Cluster 3=15 Cluster 3=12
Sum =51 Sum = 36
Cluster 1 =35 Cluster 1 =26
Cluster 2 =35 Cluster 2 =22
Dummy Our approach 50 Cluster 3 =17 Cluster 3=11
Data set Cluster 4 = 27 Cluster 4 =18
Sum =114 Sum =77
Cluster 1 =59 Cluster 1 =42
Cluster 2 = 47 Cluster 2 =30
75 Cluster 3 =32 Cluster 3 =23
Cluster 4 = 27 Cluster 4 =18
Sum =165 Sum =113
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Distance Measurment
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Figure (5-6): Distance Measurement comparison for 50 and 25 node

As presented in table (5-6) and Figure (5-6), the result for the distance measurements
between all nodes and head-clusters. The Figure (5-6) shows the distance between 25 nodes
and its head clusters applied on two different measurements; Manhattan and Euclidean
distance, then the number of nodes is increased to 50. As a result, this research has the
optimum value on Euclidean on both 25 and 50 nodes than the value on k-means. Also the
best value of Manhattan in 50 nodes, but, in 25 nodes the value of k-means is better than

the value in this research.

Distance Measurement

R _

0 50 100 150 200

mour approach mk-means

Figure (5-7): Distance Measurement comparison for 70 node
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As presented in table (5-6), Figure (5-7) shows the result for distance between 70 node,
the result show that our research method distance result using both measurement is better

than distance result for the k-means.

5.4.4 The Fourth Experiment: Using Random Data

In the final experiment, the dummy data set was used, and data is generated one time
randomly. These data were used to compare approach with others that used random data

set.

The table (5-7) shows the comparison of the research method Error rate and Accuracy
with kohonen som and k-means methods Error rate and Accuracy.

Table (5-7) Error rate and Accuracy comparison using random data

Studies Data set Error rate Accuracy
2K§1"5°)”e” SOM (Kaur, | pandom data 33% 33%
5&2’?”5015) Random data 35% 35%
Our approach Random data 9% 91%

Error rateand Accuracy

0.8
0.6

0.4

. I

Kohonen SOM K-means Our approach

M Error rate M Accuracy

Figure (5-8) :Error rate and Accuracy comparison
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table (5-7) and Figure (5-8) shows that our approach has the lower value of Error rate

(0.9) and best value of Accuracy.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion:

Two Levels clustering hierarchies using fuzzy clustering by Local Approximation of

Memberships has been presented.
The main outcomes of this study are:

1) Choosing the most density nodes in the network based on its proximates to its k-nearest
neighbors, the nodes are divided into three types: Inner, Outer, and the Rest, then

Initialization of fuzzy membership by the location of the node.

2) Each Inner node in the network is set to be a main head-cluster subsequently build the
network cluster by fuzzy membership. The network is built and clustered, in each cluster
build a priority graph to connect each node to its priority value, after that calculate the
distance between each node and leading head cluster in the cluster then divided the node to

Inner, Outer, and the Rest by the priority value.

3) The second inner nodes in each cluster are set to be a second-head cluster, and its
function is managing the network communication between its cluster and other clusters in

the same main cluster.
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We seek to guarantee the scalability, and adaptively, that means when the number of the

node increases the network will not be overloaded or has a poor performance.

The experiment result shows that our research method can give more consistency and
accuracy in the distribution of the node with the lowest possible percentage of error rate
than the other methods in terms of used measures that included in this research and
achieves best ranking among most methods. Our result proves that is our research methods
have been better clustering partition than the k-means, fuzzy c-means and some other
method, moreover; these result leads us to the conclusion that the Two Level clustering
hierarchies using fuzzy clustering by Local Approximation of Memberships is a robust and

good technique for data mining (clustering).

6.2 Future Work:

Future research is to evaluating the changes affecting the network. When a malfunction
or damage in the main head cluster is recorded, the nearest and most effective second head
cluster will be assigned to act as the main head cluster. Also, changes to main head cluster

node can be performed based on energy consumption.
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